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SUMMARY 

Traditional image classification methods are difficult to process huge image data 
and cannot meet people’s requirements for image classification accuracy and 
speed. Convolutional neural networks have achieved a series of breakthrough 
research results in image classification, object detection, and image semantic 
segmentation. This method broke through the bottleneck of traditional image 
classification methods and became the mainstream algorithm for image classifi-
cation. Its powerful feature learning and classification capabilities have attracted 
widespread attention. How to effectively use convolutional neural networks to 
classify images have become research hotspots. In this paper, after a systematic 
study of convolutional neural networks and an in-depth study of the application 
of convolutional neural networks in image processing, the mainstream structural 
models, advantages and disadvantages, time / space used in image classification 
based on convolutional neural networks are given. Complexity, problems that 
may be encountered during model training, and corresponding solutions. At the 
same time, the generative adversarial network and capsule network based on the 
deep learning-based image classification extension model are also introduced; 
simulation experiments verify the image classification In terms of accuracy, the 
image classification method based on convolutional neural networks is superior 
to traditional image classification methods. At the same time, the performance 
differences between the currently popular convolutional neural network models 
are comprehensively compared and the advantages and disadvantages of various 
models are further verified. Experiments and analysis of overfitting problem, data 
set construction method, generative adversarial network and capsule network 
performance.■ 
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HE extraction and classification of image features 

has always been a basic and important research 

direction in the field of computer vision. Convo-

lutional Neural Network (CNN) provides an end-to-end 

learning model. The parameters in the model can be 

trained by traditional gradient descent methods. The 

trained convolutional neural network can learn the fea-

tures in the image. And complete the extraction and 

classification of image features. As an important re-

search branch in the field of neural networks, the char-

acteristics of convolutional neural networks are that the 

features of each layer are excited by the local area of the 

previous layer through a convolution kernel that shares 

weights. This feature makes convolutional neural net-

works more suitable for image feature learning and ex-

pression than other neural network methods. 

The structure of early convolutional neural net-

works was relatively simple, such as the classic LeNet-5 

model (1), which was mainly used in some relatively 

single computer vision applications such as handwritten 

character recognition and image classification. With the 

continuous deepening of research, the structure of con-

volutional neural network is continuously optimized, 

and its application field is gradually extended. For ex-

ample, the Convolutional Deep Belief Network (CDBN) 

(3), which is a combination of Convolutional Neural 

Network and Deep Belief Network (DBN) (2), is an un-

supervised generative model. Successfully applied to 

face feature extraction (4); AlexNet (5) achieved break-

through results in the field of mass image classification; 

R-CNN (Regions with CNN) (6) based on region feature 

extraction achieved in the field of object detection Suc-

cess; Fully Convolutional Network (FCN) (7) realized 

end-to-end image semantic segmentation, and greatly 

surpassed traditional semantic segmentation algorithms 

in accuracy. In recent years, the research on the struc-

ture of convolutional neural networks is still very popu-

lar, and some network structures with excellent perfor-

mance have been proposed (8-10). Moreover, with the 

successful application of transfer learning theory (11) on 

convolutional neural networks, the application field of 

convolutional neural networks has been further ex-

panded (12-13). The continually emerging research re-

sults of convolutional neural networks in various fields 

make it one of the most popular research hotspots. 

 
  

RESEARCH HISTORY OF CONVOLUTIONAL 
NEURAL NETWORKS 

The research history of convolutional neural networks 

can be roughly divided into three stages: the theory 

proposal stage, the model implementation stage, and the 

extensive research stage. 

 

Theory Proposal Stage 
 

In the 1960s, a biological study by Hubel et al. (14) 

showed that the transmission of visual information from 

the retina to the brain was stimulated through multiple 

levels of receptive fields. In 1980, Fukushima first pro-

posed a theoretical model based on receptive fields, 

Neocognitron (15). Neocognitron is a self-organizing 

multi-layer neural network model. The response of each 

layer is inspired by the local receptive field of the previ-

ous layer. The recognition of the pattern is not affected 

by position, small shape changes, and scale. The unsu-

pervised learning adopted by Neocognitron is also the 

dominant learning method in the early research of con-

volutional neural networks. 

 

Model Implementation Phase 
 

In 1998, LeNet-5 proposed by Lecun et al. (1) used a 

gradient-based back-propagation algorithm to supervise 

the network. The trained network transforms the origi-

nal image into a series of feature maps through alter-

nately connected convolutional layers and down-

sampling layers. Finally, the fully-connected neural 

network is used to classify the feature expression of the 

image. The convolution kernel of the convolutional lay-

er completes the function of the receptive field. It can 

excite the local area information of the lower layer to a 

higher level through the convolution kernel. The suc-

cessful application of LeNet-5 in the field of handwrit-

ten character recognition has aroused the attention of 

academic circles on convolutional neural networks. 

During the same period, research on convolutional neu-

ral networks in speech recognition (16), object detection 

(17), face recognition (18), etc. has also gradually devel-

oped. 

 

Extensive Research Phase 
 

In 2012, AlexNet proposed by Krizhevsky et al. (5) won 

the championship with a huge advantage of 11% over 

the second place in the image classification competition 

of the large image database ImageNet (19), making the 

T 
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convolutional neural network an academic community 

focus. After AlexNet, new convolutional neural network 

models have been proposed, such as VGG (Visual Ge-

ometry Group) (8) of Oxford University, Google’s 

GoogLeNet (9), Microsoft’s ResNet (10), etc. These net-

works have refreshed AlexNet in A record set on 

ImageNet. In addition, the convolutional neural net-

work is constantly fused with some traditional algo-

rithms, and the introduction of transfer learning meth-

ods has made the application field of convolutional neu-

ral networks expand rapidly. Some typical applications 

include: Convolutional neural network combined with 

Recurrent Neural Network (RNN) for abstract genera-

tion of images (20-21) and question and answer of image 

content (22-23); convolution through transfer learning 

Neural networks have achieved significant accuracy im-

provements on small sample image recognition data-

bases (24); and video-oriented behavior recognition 

models-3D convolutional neural networks (25), etc. 

 
  

RESEARCH SIGNIFICANCE OF CONVOLU-
TIONAL NEURAL NETWORKS 
 

Convolutional neural network has achieved many re-

markable research results, but with it comes more chal-

lenges. Its research significance is mainly reflected in 

three aspects: theoretical research challenges, feature 

expression, and application value. 

 

Theoretical Research Challenges 
 

As a kind of empirical method inspired by biological 

research, convolutional neural network is widely used 

in academia. For example, the methods of GoogLeNet’s 

Inception module design, VGG’s deep network, and 

ResNet’s short connection have proved their effective-

ness for improving network performance through ex-

periments; however, these methods lack the rigorous 

mathematical verification problems. The root cause of 

this problem is that the mathematical model of the con-

volutional neural network itself has not been mathe-

matically verified and explained. From the perspective 

of academic research, the development of convolutional 

neural networks is not rigorous and unsustainable with-

out the support of theoretical research. Therefore, the 

related theoretical research of convolutional neural 

networks is currently the most scarce and most valuable 

part. 

 

Feature Expression 
 

Image feature design has always been a basic and im-

portant subject in the field of computer vision. In previ-

ous studies, some typical artificial design features have 

been proven to achieve good feature expression effects, 

such as SIFT (Scale-Invariant Feature Transform) (26), 

HOG (Histogram of Oriented Gradient) (27), and so on. 

However, these artificial design features also suffer from 

a lack of good generalization performance. Convolu-

tional neural networks, as a deep learning (28-29) model, 

have the ability of hierarchical learning features (24). 

Studies (30-31) have shown that features learned 

through convolutional neural networks have stronger 

discrimination and generalization capabilities than arti-

ficially designed features. Feature expression is the basis 

of computer vision research. How to use convolutional 

neural networks to learn, extract, and analyze the fea-

ture expression of information, so as to obtain universal 

features with stronger discriminative performance and 

better generalization performance, will have a broader 

impact on the entire computer vision and even more 

widely. The field has a positive impact. 

 

Application Value 
 

After years of development, convolutional neural net-

works have gradually expanded from the relatively sim-

ple applications of handwritten character recognition (1) 

to more complex fields, such as pedestrian detection 

(32), behavior recognition (25, 33), and human pose 

recognition. (34), etc. Recently, the application of con-

volutional neural networks has further developed to 

deeper levels of artificial intelligence, such as: natural 

language processing (35-36), speech recognition (37), 

and so on. Recently, Alphago (38), an artificial intelli-

gence Go program developed by Google, successfully 

used convolutional neural network to analyze the in-

formation of the Go board, and successively defeated Go 

European and World Championships in the challenge, 

which attracted wide attention. From the current re-

search trends, the application prospects of convolutional 

neural networks are full of possibilities, but at the same 

time, they are also facing some research difficulties, 

such as: how to improve the structure of convolutional 

neural networks to improve the network’s ability to 

learn features; how to The convolutional neural net-
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work is incorporated into the new application model in 

a reasonable form. 

 
  

THE BASIC STRUCTURE OF A CONVOLU-
TIONAL NEURAL NETWORK 
 

As shown in Figure 1, a typical convolutional neural 

network consists of an input layer, a convolutional layer, 

a downsampling layer (pooling layer), a fully connected 

layer, and an output layer. 

The input of a convolutional neural network is 

usually the original image X. This paper uses Hi to rep-

resent the feature map of the i-th layer of the convolu-

tional neural network (H0 = X). Assuming Hi is a convo-

lutional layer, the generation process of Hi can be de-

scribed as: 

 

                   (1) 

Where Wi represents the weight vector of the i-th 

layer convolution kernel; the operation symbol   repre-

sents the convolution kernel and the i-1 layer image or 

feature map to be rolled 

The downsampling layer usually follows the convo-

lutional layer and downsampling the feature map ac-

cording to a certain downsampling rule (39). The func-

tion of the downsampling layer mainly has two points: 1) 

dimensionality reduction of the feature map; 2) main-

taining the scale-invariant characteristic of the feature 

to a certain extent. Assuming Hi is the downsampling 

layer: 

                       (2) 

After alternate transfers of multiple convolutional 

layers and down-sampling layers, the convolutional 

neural network relies on a fully connected network to 

classify the extracted features and obtain an input-based 

probability distribution Y (li represents the i-th label 

category). As shown in Equation (3), the convolutional 

neural network is essentially a mathematical model that 

transforms the original matrix (H0) through multiple 

levels of data transformation or dimensionality reduc-

tion to a new feature expression (Y). 

                        (3) 

The training goal of a convolutional neural network is 

to minimize the loss function L (W, b) of the network. 

The input H0 calculates the difference from the ex-

pected value through the loss function after forward 

conduction, which is called “residual error”. Common 

loss functions include Mean Squared Error (MSE) func-

tion, Negative Log Likelihood (NLL) function, etc. (40): 

         
 

   
             

 
   
     (4) 

                  
   
      (5) 

In order to alleviate the problem of overfitting, the 

final loss function usually controls the overfitting of the 

weights by increasing the L2 norm, and controls the 

strength of the overfitting effect through the parameter 

λ (weight decay): 

              
 

 
      (6) 

During training, the commonly used optimization 

method for convolutional neural networks is the gradi-

ent descent method. The residuals are back-propagated 

through gradient descent, and the trainable parameters 

(W and b) of each layer of the convolutional neural 

network are updated layer by layer. The learning rate 

parameter (η) is used to control the strength of the re-

sidual backpropagation: 

       
       

   
   (7) 

       
       

   
   (8) 

 
  

HOW CONVOLUTIONAL NEURAL NETWORKS 
WORK 
 

Based on the definition, the working principle of 

convolutional neural networks can be divided into three 

parts: network model definition, network training, and 

network prediction: 

 

Network Model Definition 
 

The definition of the network model needs to design the 

network depth, the functions of each layer of the net- 
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Figure 1. Typical Structure of Convolutional Neural Network. 

 

 

 

work, and set the hyperparameters in the network, such 

as: λ, η, etc., according to the amount of data of the spe-

cific application and the characteristics of the data itself. 

There are many studies on model design of convolution-

al neural networks, such as the depth of the model (8, 

10), the step size of the convolution (24, 41), and the 

excitation function (42-43). In addition, for the selec-

tion of hyperparameters in the network, there are also 

some effective experience summaries (44). However, the 

theoretical analysis and quantitative research on net-

work models are still relatively scarce. 

 

Network Training 
 

Convolutional neural networks can train the parameters 

in the network by backpropagating the residuals. How-

ever, problems such as overfitting in network training 

and the disappearance and explosion of gradients (45) 

greatly affect the convergence performance of training. 

For the problem of network training, some effective im-

provement methods have been proposed, including: 

random initialization of network parameters based on 

Gaussian distribution (5); initialization using pre-trained 

network parameters (8); parameters of different layers 

of convolutional neural networks Initialization of inde-

pendent and identical distributions (46). According to 

recent research trends, the model size of convolutional 

neural networks is rapidly increasing, and more com-

plex network models have also put forward higher re-

quirements for corresponding training strategies. 

 

Network Prediction 
 

The prediction process of convolutional neural network 

is the process of outputting feature maps at various lev-

els through forward transmission of input data, and fi-

nally using a fully connected network to output a condi-

tional probability distribution based on the input data. 

Recent studies have shown that forward-conducted 

convolutional neural network high-level features have 

strong discriminative ability and generalization perfor-

mance (30-31); moreover, these features can be applied 

to a wider range of fields through transfer learning. This 

research result is of great significance for expanding the 

application field of convolutional neural networks. 

 
  

RESEARCH PROGRESS OF CONVOLUTIONAL 
NEURAL NETWORKS 
 

After decades of development, from the initial theoreti-

cal prototype, to being able to complete some simple 

tasks, and to recently obtaining a large number of re-

search results, it has become a research direction that 

has attracted wide attention. The main source of its 

driving force for development Fundamental research in 
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the following four areas: 1) related research on convolu-

tional neural network overfitting problems has im-

proved the generalization performance of the network; 

2) related research on convolutional neural network 

structure has improved the network’s ability to fit mas-

sive data; 3) The principle analysis of the convolutional 

neural network guides the development of the network 

structure. At the same time, it also proposes new and 

challenging problems. 4) Related research on convolu-

tional neural networks based on transfer learning has 

expanded the application field of convolutional neural 

networks. 

 

Overfitting of Convolutional Neural Networks 
 

Over-fitting (40) refers to the phenomenon that the pa-

rameters of the learning model over-fit the training data 

set during the training process, which affects the gener-

alization performance of the model on the test data set. 

The structural levels of convolutional neural networks 

are relatively complicated. The current research is di-

rected at overfitting of convolutional layers, down-

sampling layers and fully connected layers of convolu-

tional neural networks. The current main research idea 

is to improve the generalization performance of the 

network by increasing the sparseness and randomness of 

the network. 

Dropout proposed by Hinton et al. (47) reduces the 

overfitting problem of traditional fully connected neural 

networks by ignoring a certain percentage of node re-

sponses randomly during the training process, and effec-

tively improves the generalization performance of the 

network. However, Dropout does not improve the per-

formance of convolutional neural networks. The main 

reason is that due to the weight-sharing feature of con-

volution kernels, compared to fully connected networks, 

the number of training parameters is greatly reduced. 

Avoid more serious overfitting. Therefore, the Dropout 

method acting on the fully connected layer is not ideal 

for the overall over-fitting effect of the convolutional 

neural network. 

Based on the idea of Dropout, Wan et al. (48) pro-

posed the method of DropConnect. Unlike Dropout, 

which ignores the response of some nodes of the fully 

connected layer, DropConnect randomly disconnects a 

certain percentage of the connections of the neural 

network convolutional layer. For convolutional neural 

networks, DropConnect acting on the convolutional 

layer has a stronger ability to overfit than Dropout act-

ing on the fully connected layer. 

Similar to DropConnect, Goodfellow et al. (42) 

proposed a Maxout excitation function for convolutional 

layers. Unlike DropConnect, Maxout only keeps the 

maximum value of the next layer of nodes in the neural 

network. Moreover, Goodfellow et al. (42) proved that 

Maxout function can fit arbitrary convex functions, and 

has a strong function fitting ability on the basis of re-

ducing the overfitting problem. 

As shown in Figure 2, although the three imple-

mentation methods of Dropout, DropConnect, and 

Maxout are different, the specific implementation 

mechanisms are different. However, the basic principle 

is to increase the sparseness or randomness of network 

connections to eliminate overfitting, thereby signifi-

cantly improving the ability of network generalization. 

Lin et al. (43) pointed out that the fully connected 

network in convolutional neural networks is prone to 

overfitting and the limitation that the Maxout activation 

function can only fit convex functions, and proposed a 

network structure of NIN (Network in Network). On 

the one hand, NIN abandoned the use of fully-

connected networks to map feature maps to probability 

distributions, and adopted the method of global average 

pooling for feature maps to obtain the final probability 

distribution. This reduced the number of parameters in 

the network while avoiding it. Overfitting of fully con-

nected networks; on the other hand, NIN uses a “micro 

neural network” to replace traditional excitation func-

tions (such as Maxout). In theory, the micro-neural 

network breaks through the limitations of the tradition-

al excitation function, and can fit arbitrary functions, 

which makes the network have better fitting perfor-

mance. 

In addition, for the downsampling layer of the 

convolutional neural network, Zeiler et al. (39) pro-

posed a random downsampling method (Stochastic 

pooling) to improve the overfitting problem of the 

downsampling layer. Unlike traditional Average pooling 

and Max pooling, which specify the average and maxi-

mum downsampling areas for downsampling respective-

ly, stochastic pooling performs random downsampling 

operations based on probability distributions, which 

introduces randomness to the downsampling process. 

Experiments show that this randomness can effectively 

improve the generalization performance of convolu-

tional neural networks. 
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Figure 2. Dropout, DropConnect, and Maxout Mechanism Network. 

 

 

 

The current research on the problem of overfitting 

of convolutional neural networks mainly has the fol-

lowing problems: 1) The lack of quantitative research 

and evaluation standards for overfitting phenomenon, 

so that the current research can only prove the new 

method through experimental comparison. For the im-

provement of the overfitting problem, the degree and 

generality of this improvement need to be measured 

with more uniform and universal evaluation standards; 

2) For the convolutional neural network, the overfitting 

problem is at various levels (such as: Convolutional lay-

er, downsampling layer, fully connected layer), the im-

provement space and improvement methods need to be 

further explored. 

 
  

THE STRUCTURE OF A CONVOLUTIONAL 
NEURAL NETWORK 
 

The LeNet-5 model proposed by Lecun et al. (1) uses 

alternately connected convolutional layers and down-

sampling layers to forward conduct the input image, and 

finally the structure that outputs the probability distri-

bution through the fully connected layer is the current-

ly commonly used convolutional nerve prototype of 

network structure. Although LeNet-5 has achieved suc-

cess in the field of handwritten character recognition, 

its shortcomings are also relatively obvious, including: 1) 

it is difficult to find a suitable large training set to train 

the network to meet more complex application re-

quirements; 2) over The fitting problem makes LeNet-

5’s generalization ability weak; 3) The training overhead 

of the network is very large, and the lack of hardware 

performance support makes the research of network 

structure very difficult. The above three important fac-

tors restricting the development of convolutional neural 

networks have achieved breakthroughs in recent re-

search. This is an important reason why convolutional 

neural networks have become a new research hotspot. 

In addition, recent research on the depth and structural 

optimization of convolutional neural networks has fur-

ther improved the data fitting capabilities of the net-

work. 

In response to the defects of LeNet-5, Krizhevsky et 

al. (5) proposed AlexNet. AlexNet has a 5-layer convolu-

tional network, about 650,000 neurons and 60 million 

trainable parameters, which greatly surpasses LeNet-5 
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in terms of network scale. In addition, AlexNet chose a 

large image classification database ImageNet (19) as the 

training data set. ImageNet provides 1.2 million pictures 

in 1,000 categories for training, and the number and 

categories of pictures greatly exceed previous data sets. 

In terms of overfitting, AlexNet introduced dropout, 

which alleviated the problem of network overfitting to a 

certain extent. In terms of hardware support, AlexNet 

uses GPUs for training. Compared to traditional CPU 

operations, GPUs make the training speed of the net-

work more than ten times faster. AlexNet won the 

championship in ImageNet’s 2012 image classification 

competition, and achieved a huge advantage of 11% in 

accuracy compared to the second-place method. The 

success of AlexNet caused the research on convolutional 

neural networks to once again attract the attention of 

the academic community. 

Simonyan et al. (8) studied the depth of convolu-

tional neural networks on the basis of AlexNet and pro-

posed a VGG network. VGG is constructed by a 3 × 3 

convolution kernel. By comparing the performance of 

networks of different depths in image classification ap-

plications, Simonyan et al. proved that the improvement 

of network depth helps improve the accuracy of image 

classification. However, this increase in depth is not un-

limited, and continuing to increase the number of layers 

in the network based on the appropriate network depth 

will bring the problem of network degradation with 

increased training errors (49). Therefore, the optimal 

network depth of VGG is set at 16-19 layers. 

In view of the degradation of deep networks, He et 

al. (10) analyzed that if every level added to the net-

work can be optimized for training, then the error 

should not increase with the increase of the network 

depth. Therefore, the problem of network degradation 

shows that not every level in a deep network is well 

trained. He et al. Proposed a ResNet network structure. 

ResNet directly maps the low-level feature map x to the 

higher-level network through short connections. As-

sume that the non-linear mapping of the original net-

work is F (x), then the mapping relationship after con-

necting through a short connection becomes F (x) + x. 

He et al. Proposed this method on the basis that F (x) + x 

optimization is easier than F (x). Because, from an ex-

treme perspective, if x is already an optimized mapping, 

then the network mapping between short connections 

will be closer to 0 after training. This means that the 

forward transmission of data can skip some layers with-

out perfect training through a short connection to a cer-

tain extent, thereby improving the performance of the 

network. Experiments show that although ResNet uses a 

convolution kernel of the same size as VGG, the solu-

tion to the network degradation problem makes it pos-

sible to build a 152-layer network, and ResNet has low-

er training errors and higher test accuracy than VGG. . 

Although ResNet solves the problem of deep network 

degradation to some extent, there are still some doubts 

about the research on deep networks: 1) how to deter-

mine which levels in deep networks have not been fully 

trained; 2) what causes deep networks Imperfect train-

ing at some levels; 3) How to deal with imperfect levels 

of training in deep networks. 

In addition to the research on the depth of convo-

lutional neural networks, Szegedy et al. (9) paid more 

attention to reducing the complexity of the network by 

optimizing the network structure. They proposed a 

basic module of a convolutional neural network called 

Inception. As shown in Figure 3, the Inception module 

consists of 1 × 1, 3 × 3, 5 × 5 convolution kernels. The 

use of small-scale convolution kernels has two major 

advantages: 1) the number of training parameters in the 

entire network is controlled, reducing the complexity of 

the network; 2) Convolution kernels of different sizes 

perform feature extraction on the same image or feature 

map on multiple scales. Experiments show that the 

number of training parameters of GoogLeNet construct-

ed using the Inception module is only 1/12 of that of 

AlexNet, but the accuracy of image classification on 

ImageNet is about 10% higher than that of AlexNet. 

In addition, Springenberg et al. (50) questioned the 

necessity of the existence of the downsampling layer of 

the convolutional neural network, and designed a 

“completely convolutional network” without the down-

sampling layer. The “full convolutional network” is sim-

pler in structure than the traditional convolutional neu-

ral network structure, but its network performance is 

not lower than the traditional model with a down-

sampling layer. 

Research on the structure of convolutional neural 

networks is an open question. Based on the current re-

search status, the current research has formed two ma-

jor trends: 1) increasing the depth of convolutional neu-

ral networks; 2) optimizing the structure of convolu-

tional neural networks, Reduce network complexity. In 

terms of in-depth research on convolutional neural 

networks, it mainly depends on further analysis of po-

tential hidden dangers (such as network degradation) in 

deep-level networks to solve the training problems of 
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Figure 3. Mechanism of Inception. 

 

 

 

deep networks (such as: VGG, ResNet). In terms of op-

timizing the network structure, the current research 

trend is to further strengthen the understanding and 

analysis of the current network structure, replacing the 

current structure with a more concise and efficient 

network structure, further reducing network complexi-

ty and improving network performance (such as: 

GoogLeNet Full convolutional network). 

 
  

PRINCIPLES OF CONVOLUTIONAL NEURAL 
NETWORKS 
 

Although convolutional neural networks have achieved 

success in many applications, the analysis and interpre-

tation of their principles have always been a weak point 

that has been questioned. Some recent studies have be-

gun to use visual methods to analyze the principles of 

convolutional neural networks, visually compare the 

differences between the learning characteristics of con-

volutional neural networks and traditional artificial de-

sign features, and show the network’s characteristic ex-

pression process from low to high levels. 

Donahue et al. (30) proposed using t-SNE (51) to 

analyze the features extracted by convolutional neural 

networks. The principle of t-SNE is to reduce high-

dimensional features to two dimensions, and then visu-

ally display the features in two dimensions. Use t-SNE, 

Donahue, etc. to combine the features of convolutional 

neural networks with traditional artificial design fea-

tures GIST (the meaning of GIST is an abstract scene 

that can stimulate scene categories in memory) (52) and 

LLC (Locality-constrained Linear Coding) (53) After 

comparison, it is found that the features of the convolu-

tional neural network with stronger discriminative abil-

ity show better discrimination in the visualization re-

sults of t-SNE, which proves that the feature discrimina-

tive ability is consistent with the t-SNE visualization 

results. However, the research of Donahue et al. still left 

the following problems: 1) failed to explain what the 

features extracted by the convolutional neural network 

were; 2) Donahue et al. Selected some features of the 

convolutional neural network for visualization, but for 

these levels The relationship between them is not ana-

lyzed; 3) The t-SNE algorithm itself has certain limita-

tions, and it does not reflect the differences between 

categories well when there are too many feature catego-

ries. 

The study by Zeiler et al. (24) solved the legacy 

problems of t-SNE better. By constructing DeConvNet 

(54), they deconvolved the features at different levels in 

the convolutional neural network, and showed the fea-

ture status extracted at each level. The first and second 

layers of the convolutional neural network mainly ex-

tract low-level features such as edges and color, the 

third layer begins to appear more complex texture fea-

tures, and the fourth and fifth layers begin to appear 

more complete individual contour and shape features. 

By visualizing the characteristics of each level, Zeiler et 

al. improved the size and step size of AlexNet’s convolu-

tion kernel and improved network performance. More-
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over, they also used the visual features to analyze the 

occlusion sensitivity, object component correlation, and 

feature invariance of convolutional neural networks. 

Zeiler et al.’s research shows that the research on the 

principles of convolutional neural networks is of great 

significance for improving the structure and perfor-

mance of convolutional neural networks. 

Nguyen et al. (55) questioned the completeness of 

the features extracted by the convolutional neural net-

work. Nguyen et al. used an evolutionary algorithm (56) 

to process the original image into a form that cannot be 

recognized and interpreted by humans, but the convo-

lutional neural network gave very exact object category 

judgment. Nguyen et al. did not make a clear explana-

tion for the reason for this phenomenon, but just proved 

that although the convolutional neural network has the 

ability of layered feature extraction; it is not completely 

consistent with humans in the image recognition mech-

anism. This phenomenon indicates that there is still a 

great deal of shortcomings in the current research on 

the principles and analysis of convolutional neural net-

works. 

In general, the research and analysis on the princi-

ples of convolutional neural networks are still insuffi-

cient. The main problems include: i) unlike traditional 

artificial design features, the characteristics of convolu-

tional neural networks are subject to specific network 

structures and learning algorithms. And the influence of 

various factors such as the training set, the analysis and 

interpretation of its principles are more abstract and 

difficult than artificial design features; ii) the research 

by Nguyen et al. (55) showed that the phenomenon of 

“deception” caused by convolutional neural networks 

caused People are concerned about its completeness. 

Although convolutional neural networks are based on 

bionics research, how to explain the differences be-

tween convolutional neural networks and human vision 

and how to make the recognition mechanism of convo-

lutional neural networks more complete are still prob-

lems to be solved. 

 
  

TRANSFER LEARNING FOR CONVOLUTIONAL 
NEURAL NETWORKS 
 

The definition of transfer learning is: “a machine learn-

ing method that uses existing knowledge to solve prob-

lems in different but related domains” (57), and its goal 

is to complete the transfer of knowledge between relat-

ed domains (11). For convolutional neural networks, 

transfer learning is to successfully apply the “knowledge” 

trained on a specific data set to a new field. As shown in 

Figure 4, the general process of transfer learning for 

convolutional neural networks is: i) before specific ap-

plications, use large data sets in related fields (such as 

ImageNet) to train random initialization parameters in 

the network; ii) use training A good convolutional neu-

ral network performs feature extraction for data in a 

specific application field (such as Caltech); iii) uses the 

extracted features to train a convolutional neural net-

work or classifier for data in a specific application field. 

Compared with the traditional method of training 

the network directly on the target data set, Zeiler et al. 

(24) let the convolutional neural network be pre-trained 

on the ImageNet data set, and then the network was 

separately applied to the image classification data set 

Caltech-101 (58) and Caltech-256 (59) performed migra-

tion training and testing, and its image classification ac-

curacy improved by about 40%. However, both 

ImageNet and Caltech belong to object recognition da-

tabases, and their fields of transfer learning are relative-

ly close, and there are still insufficient researches on 

larger span fields. Therefore, Donahue et al. (30) adopt-

ed a similar strategy to Zeiler and successfully applied 

convolutional neural network transfer learning to areas 

that are more different from object recognition through 

ImageNet-based convolutional neural network pre-

training, including: domain adaption, subcategory 

recognition, and scene recognition. 

In addition to research on transfer learning of con-

volutional neural networks in various fields, Razavian et 

al. (31) also explored the transfer learning effects of dif-

ferent levels of features of convolutional neural net-

works, and found that higher-level features of convolu-

tional neural networks have better performance than 

lower-level features. Transfer learning capabilities. 

Zhou et al. (60) used a large image classification da-

tabase (ImageNet) and scene recognition database to 

pre-train two convolutional neural networks of the 

same structure, and performed a series of image classifi-

cation and scenes. The verification effect of transfer 

learning was verified on the recognition database. The 

experimental results show that ImageNet and Places 

pre-trained networks achieve better transfer learning 

results on the databases of their respective domains. 

This fact indicates that the correlation of the domain 

has a certain impact on the transfer learning of convolu-

tional neural networks. 
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The research on transfer learning of convolutional neural networks includes: i) the problem of insufficient 

 

Figure 4. Flow of the Transfer Learning in Convolutional Neural Network. 

 

 

 

training samples for convolutional neural networks un-

der small sample conditions; ii) the transfer utilization 

of convolutional neural networks can greatly reduce the 

training of the network overhead; iii) the use of transfer 

learning can further expand the application area of con-

volutional neural networks. 

Contents for further study of convolutional neural 

network transfer learning include: i) the effect of the 

number of training samples on the effect of transfer 

learning, and the effect of transfer learning on applica-

tions with different numbers of training samples needs 

further research; ii) based on volume The structure of 
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the product neural network itself further analyzes the 

transfer learning capabilities of each level in the convo-

lutional neural network system; iii) analyzes the role of 

inter-domain correlations on transfer learning, and finds 

optimal cross-domain transfer learning strategies. 

 
  

APPLICATION OF CONVOLUTIONAL NEURAL 
NETWORK 
 

With the improvement of network performance and the 

use of transfer learning methods, the related applica-

tions of convolutional neural networks are gradually 

becoming more complex and diversified. In general, the 

application of convolutional neural networks mainly 

shows the following four development trends: 

(i) With the continuous advancement of related re-

search on convolutional neural networks, the accuracy 

of its related application areas has also been rapidly im-

proved. Taking research in the field of image classifica-

tion as an example, after AlexNet greatly improved the 

accuracy of ImagNet’s image classification to 84.7%; 

continuously improved convolutional neural network 

models were proposed and refreshed the records of 

AlexNet. Representative networks include: VGG (8), 

GoogLeNet (9), PReLU-net (46) and BN-inception (61), 

etc. Recently, ResNet (10) proposed by Microsoft has 

improved the image classification accuracy of ImageNet 

to 96.4%, and ResNet has only been proposed by 

AlexNet within four years. The rapid development of 

convolutional neural networks in the field of image 

classification, continuously improving the accuracy of 

existing data sets, has also brought urgent needs to the 

design of larger databases related to image applications. 

(ii) Development of real-time applications. Compu-

tational overhead has been an obstacle to the develop-

ment of convolutional neural networks in real-time ap-

plications. However, some recent research shows the 

potential of convolutional neural networks in real-time 

applications. Gishick et al. (6, 62) and Ren et al. (63) 

have conducted in-depth research in the field of object 

detection based on convolutional neural networks, and 

have proposed R-CNN (6), Fast R-CNN (62), and Faster 

R- CNN (63) model breaks through the real-time appli-

cation bottleneck of convolutional neural networks. R-

CNN successfully proposed using CNN for object detec-

tion on the basis of region proposals (64). Although R-

CNN has achieved high object detection accuracy, too 

many region proposals make object detection very slow. 

Fast R-CNN greatly reduces the computational overhead 

caused by a large number of region proposals by sharing 

convolutional features among region proposals. Fast R-

CNN achieves near real-time object detection speed 

while ignoring the time required generating region pro-

posals. Faster R-CNN uses the end-to-end convolutional 

neural network (7) to extract the region proposals in-

stead of the traditional low-efficiency method (64), and 

realizes the real-time detection of objects by the convo-

lutional neural network. With the continuous im-

provement of hardware performance and the reduction 

of network complexity caused by improving the net-

work structure, convolutional neural networks have 

gradually shown their application prospects in the field 

of real-time image processing tasks. 

(iii) As the performance of convolutional neural 

networks improves, the complexity of related applica-

tions also increases. Some representative studies include: 

Khan et al. (65) completed the shadow detection task by 

using two convolutional neural networks to learn the 

regional and contour features in the image respectively; 

the application of convolutional neural networks in face 

detection and recognition Great progress has also been 

made in China, achieving close to human face recogni-

tion (66-67); Levi et al. (68) use the subtle features of 

the face learned by the convolutional neural network to 

further achieve human gender and Prediction by age; 

FCN structure proposed by Long et al. (7) realized end-

to-end mapping of images and semantics; Zhou et al. (60) 

studied the use of convolutional neural networks for 

image recognition and more complex scene recognition 

tasks Interconnected; Ji et al. (25) used 3D convolutional 

neural networks to implement behavior recognition. At 

present, the performance and structure of convolutional 

neural networks are still at a high-speed development 

stage, and their related complex applications will main-

tain their research interest for the next period of time. 

(iv) Based on transfer learning and network struc-

ture improvements, convolutional neural networks have 

gradually become a general-purpose feature extraction 

and pattern recognition tool, and its application has 

gradually exceeded the traditional computer vision field. 

For example, AlphaGo successfully used a convolutional 

neural network to judge the board situation of Go (38), 

which proved the successful application of convolution-

al neural networks in the field of artificial intelligence; 

Abdel-Hamid et al. (37) modeled the voice information 

into The input model conforming to the convolutional 

neural network, combined with Hidden Markov Model 
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(HMM), successfully applied the convolutional neural 

network to the field of speech recognition; Kalch-

brenner et al. (35) used the convolutional neural net-

work to extract vocabulary And sentence-level infor-

mation, successfully applied the convolutional neural 

network to natural language processing; Donahue et al. 

(20) combined the convolutional neural network and 

recursive neural network, and proposed the LRCN 

(Long-term Recurrent Convolutional Network) model 

to achieve Automatic generation of image summaries. 

As a general feature expression tool, convolutional neu-

ral network has gradually shown its research value in a 

wider range of applications. 

Judging from the current research situation, on the 

one hand, the research interest of convolutional neural 

networks in its traditional application fields has not di-

minished, and there is still a lot of research space on 

how to improve the performance of networks; on the 

other hand, convolutional neural networks have good 

generality Performance has gradually expanded its ap-

plication field. The scope of application is no longer lim-

ited to the traditional computer vision field, and it has 

developed toward application complexity, intelligence 

and real-time. 

 
  

DEFECTS AND DEVELOPMENT DIRECTIONS 
OF CONVOLUTIONAL NEURAL NETWORKS 
 

At present, convolutional neural networks are in a very 

hot research stage. Some problems and development 

directions in this field still include: 

(i) Complete mathematical explanation and theo-

retical guidance are issues that cannot be avoided in the 

further development of convolutional neural networks. 

As an empirical research field, the theoretical research 

of convolutional neural networks is still relatively lag-

ging. The related theoretical research of convolutional 

neural networks is of great significance for the further 

development of convolutional neural networks. 

(ii) There is still a lot of space for research on the 

structure of convolutional neural networks. Current 

research shows that by simply increasing the complexity 

of the network, a series of bottlenecks will be encoun-

tered, such as overfitting problems and network degra-

dation problems. The improvement of convolutional 

neural network performance depends on a more reason-

able network structure design. 

(iii) Convolutional neural networks have many pa-

rameters, but most of the current settings are based on 

experience and practice. Quantitative analysis and re-

search of parameters is a problem to be solved for con-

volutional neural networks. 

(iv) The model structure of convolutional neural 

networks is constantly improved, and the old data sets 

can no longer meet the current needs. Data sets are of 

great significance for the structural research and trans-

fer learning research of convolutional neural networks. 

More numbers and categories and more complex data 

forms are the current development trends of related re-

search data sets. 

(v) The application of transfer learning theory 

helps to further expand the development of convolu-

tional neural networks to a wider application field; and 

the design of task-based end-to-end convolutional neu-

ral networks (such as Faster R-CNN, FCN, etc. ) Helps 

to improve the real-time nature of the network and is 

one of the current development trends. 

(vi) Although the convolutional neural network 

has achieved excellent results in many application fields, 

related research and certification on its completeness is 

still a relatively scarce part at present. The comprehen-

sive study of convolutional neural networks is helpful to 

further understand the principle differences between 

convolutional neural networks and human visual sys-

tems, and to help discover and resolve cognitive defects 

in the current network structure. 

 
  

CONCLUSION 
 

This article briefly introduces the history and principles 

of convolutional neural networks, focusing on the cur-

rent development of convolutional neural networks 

from four aspects: overfitting problems, structural re-

search, principle analysis, and transfer learning. In addi-

tion, this paper also analyzes some of the current appli-

cation results of convolutional neural networks, and 

points out some defects and development directions of 

current research on convolutional neural networks. 

Convolutional neural network is a research field with 

high popularity at present, and has broad research pro-

spects.■ 
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